Review notes for exam this Friday November 13.
CI.F Nappi cePinnag

Exam will cover 2.4-2.5, 3.1-3.3, 4.1-4.2, and implicitly use the earlier course material.

email me (korevaar "at" math.utah.edu) your preferred two hour time slot on Friday,
starting on the hour between 10:00 a.m. and 4:00 p.m.

—

I will email you a .pdf of the exam at the start time or a few minutes early. Unless you
tell me otherwise I'll email it to the return address of the email you send me.

Complete the exam and upload a .pdf of your solutions to Gradescope by two hours
after your start time. For insurance or if you have trouble uploading, email me a .pdf
within your time limit as well.

The exam is closed book, closed notes, closed internet etc. Your only resource is
yourself. I'll ask you to sign an honor-code like statement on the front of your exam
which will be part of what you upload to Gradescope.

As with the first exam there will be some required problems at the beginning of the
exam, and then you'll be asked to complete several substantial problems where you have
some choice about which problems to tackle. There will be a mixture of theorem
proofs/explanations, along with computations.

There is a practice exam posted in our CANVAS notes, and I'll go over it on Thursday
during office hours, starting at 2:00.
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3.1 Convergent sequences and series of analytic functions
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4.1 Calculating residues at isolated singularities

h(2)
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4.2 Residue theorem
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)(( statement and proof for y contractible in 4 via the deformation theorem

% statement and proof if vy is a simple closed curve bounding a domain via
Replacement Theorem for domains with holes.

e contour integral computations via the residue theorems

e residues at o (I'll remind you of the formula if you have to use it.)

- L Res Thom.



Math 4200
Wednesday November 11

4.1-4.2 homework discussion; exam review

Announcements:

£oid
The floor is open for discussion of the homework due Friday! Groups? In the seeend
portion of class we'll go over the review outline in Monday's notes.

There is a section 4.3 homework assignment due next week Friday -see page 2. It's
applications of the Residue Theorem to computing definite integrals, many of which are
not accessible using regular Calculus techniques.
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Math 4200-001
Homework 12
4.3
Due Friday November 20 at 11:59 p.m.

4.3: 1,2,4,6, 10, 14, 17, 20ab.

There are a lot of good worked examples in the text. In problem 6 you may use entry
#5 on the Definite integral table 4.3.1, page 296. The text explains why this table entry
is true on pages 289-293 and summarizes it as Proposition 4.3.16. We'll also discuss 6,
14 some in class on Monday



Math 4200-001
Homework 11
4.1-4.2
Due Friday November 11 at 11:59 p.m.
Exam will cover thru 4.2

4.1 1de, 3, 5, 7ab,@
4.2 2 (Section 2.3 Cauchy's Theorem), 3, 4, 6, 9, 13.

wll.1 (extra credit) Prove Prop 4.1.7, the determinant computation for the residue at
g(z)

an order k pole for f(z) = hz)
z

at z,, where g(zo) # 0. (Hint: it's Cramer's rule for

a system of equations.)

4.1.1 Find residues:
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4.1.3 Show by example that Res(f(z)z, ZO) # (Res(f(2), z) )2 in general.



4.1.5 What fails in this reasoning: Let
1+¢° 1
f(z)= i + -

Since f(z) has a pole at z= 0 the residue of f at that point is the coefficient of .

there, namely 1.

4.1.7 Find all singular points and residues:
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4.2 2 (Section 2.3 Cauchy's Theorem), 3, 4, 6, 9, 13.

@ Deduce Cauchy Integral Formula from Residue Theorem

z

3) Evaluate J 3
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dz where 7Y is the unit circle.

4) Find J E dz where v is the circle of radius 9 and center zero.
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9) Evaluate

3

13a) Find Res [%;w] Recall, Res( f;, ) = Res[—%f[l];O]
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dz two ways.



